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LHC/ATLAS @ @

Overall view of the LHC experiments.

= Explores physics at TeV energy region

= Large Hadron Collider (LHC)
= proton-proton collisions at 14 TeV
= circumference = 27 km
= design luminosity = 103* cm2s1
= bunch crossing every 25 ns

— - = ATLAS
Muon Detectors Electromagnetic Calorimeters 5 VG::J:’" Ch:::te”‘t'“ . .
ﬁ g = oObserves 1 GHz p-p interaction
\ = general purpose detector

= width x diameter = 44 x 22 [m]
= Tracking |n| < 2.5in 2 T solenoid
= o/pr ~ 5x10 p; © 0.01
= Calorimetry |n| < 4.9
= Electro magnetic ~10%/VE
= Hadronic ~ 50%/+E @ 0.03 (10 1)
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KOBE

LHC started operation on 10/09/2008 X

2008-09-10 00:37
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first beam event seen in ATLAS
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ATLAS trigger system — overview

Reduce event rate from 40 MHz to recordable rate
= 300 MB/s, event size ~1.5 MB = 200Hz
Three level trigger with region-of-interest (ROI) based 2" level trigger

Levell trigger — custom built hardware based

= coarse glanurality Interactionrat® | CALO MUON TRACKING

- calorimeter D e ' '

« muon Hhteh e
= Trigger decision in ~ 100 bunch <75 (100) kHz

Derandomizers

crossings [ 2.5 ps]

. . . Regions of Interest Readout drivers
Region of interest builder | | tRos)
. . LEVEL-2 i Readout buffers
High level trigger — software based TRIGGER (ROBS)
nd . . . ~3.5 kHz
s 2 Iev_eI tngger. v.\nth_partlal event data T .
= Trigger decision in ~ 40 msec
] ] EVENT FILTER Full-event buffers
= 3 level trigger with full event data 50k, SUSORL...... AP
= Trigger decision in ~ 4 sec

Data recording
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ATLAS read-out system — overview

Detector

= front-end electronics with pipeline memories to cope with ~2.5 us trigger

latency
= read-out drivers

PC farms
= read-out system

= custom built buffers =

in PC farm
=« event building

= more PC farm on
data network

DAQ software

= control, configuration,
monitoring on control
network

CERN
computer
centre

Ewent rate

~ 200 Hz Local

300 MB/s

Events pulled: L2 75 kHz, Event building 3.5 kHz
e
A\

_Surfacebuilding

usAais

+ Custom links

—* Readout links
Data

Control  Glgabit Ethernet

—

| Ao Multi-layered control network
Multi-layered data n Tk (connections to all nodes)

{Event data fragmen
Data requests

¥

Readout
systems

" - Detector
. ~1574 Readout | Feadout f—~  Data from events specific front-
P gl links drivers - accepted by L1 trigger . clectranics)

| Calorimeter t'iggarl'

Central trigge]

|Readout
Region-of-interest information | drivers

processor

 Litdgger

s Eyents pushed at 75 kHz

Muon trigger |
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ATLAS Trigger & DAQ framework

= ATLAS provides framework for developing online software dedicated to each
detector component

= As the system is large and compley, it is of paramount importance to have
mechanism for early detection of problem, quick diagnosis and fixing the
problem

= Network based message logging system — important information for
system operation passed to central system operator, categorised in
warning, error, fatal etc.

= File based message logging system [per process] — detailed running
record of each component for investigation of problems

= Xml based database for system configuration

= Monitoring

= State machine

= VME access driver and library for supported hardware/OS

D
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ATLAS Trigger & DAQ control

= Detector specific software is integrated and controlled by GUI application
= Hierarchy of run controller handles all the components in a run
= Each detector component also has multi layer structure, configurable
with xml based database A vccre A [

¢ "M TGCSL-SideA_Segment [enabled|

|2, ATLAS TDAQ Software Graphical User Interface - Status Display =REoREx
File Commands Access Control Tools Settings Help '
[0 paruion ATLAS| fed WS 08 R G W o o o- @A TGCSL_ReadoutApplication- CSLO04 -
R [ i -
un cortro Monitor | Segment & Resource | Data Set Tags | PmgiSPanel | o= '} TGCSL_ReadoutApplication- CSLO0S -
Run Control Run Parameter MRS I DataFlow |
RUN CONTROL STATE _ -
+ [RUNNING ] RootContralier N T || o @A TGCSL_ReadoutApplication-CSLO6 [enabled |
Shutdown Boot o [IIRUNNING | TDAQ:pc-tdg-onl-19 :
o [IRURNINGR Monitoring:pc-tdq-oni-1 || APPLICATIONsTATUS  [NNNNURI 9 * TGCRod-A -
Terminate Initialize .
> [NRORNINGH] scT | susy status —— TGC-DDC-A-Segment [[SaBIGH
Unconfig Config o [IIRONNING TRT ;
| FavLT sTATUS L]
- Stan - [ERUNING] 10 | ol TGC-RodAD1-Segment [enabled |
o |IIRUNNINGY LArg | commanp STARTTRIGGER
Pause Continue o [IIRONNING ] Tite || -operational Monitoring -5 * TGC-RodAD2-Segment -
- - ERING ] e |
Run Information | publish state | ‘ publish statistics |
o [ERORNING Tcc : o 5l TGC-RodA03-Segment
Run type physics o [IRUNNING ] MDT | -Debug Level Control
Run number 89562 : o o= * TGC-RodAD4-5egment -
Lumi block Set debug level ‘
Recarding Enable é Membership Recovery commands o * TGC—RDdADE—SEngﬂt -
Run Start Time  20/09/08 22:31:29 |
) g retry
Run Stop Time g O - -
B | llon S M TGC-RodA06-Segment [enabled |
otal run time 04:03:14 |
Number Rate : restart & * TGC-RodAD7-Segment -
Level 1 1654637 106 Hz {l & our Wil
Level 2 1654626| 106 Hz : et wait condition & * TGC-RodAD8-Segment -
Event Builder 1655760 106 Hz
Event Filter 1652105|| 104 Hz : Status N Informations *
: o TGC-RodA09-5egment
Recorded Events 1675208 105 Hz| |[IX] I (D] | commands | infrastructure 9
Lonllied ol TGC-RodA10-Segment [enabled |
PSSP
023252 WARNING  SCT-Mon-Segme.. rc:ApplicationWarning Application SCTDOM died an signal 6 -]
—— o MDT-message  MROD-EAL-09-TOL Input 5 EMLSA03: 4 TDC Parity errors, Me2z Mask 02000 -- 2 similz|_| o= * TGC-RodAll-5egment -
o 9 messages suppressed, last occurrence was at 2008-Sep-21 02:32:31 =
02:32:41  WARNING L2PU-8006  L2PU:DataCollectonissue 2PY-3006: RAS-TGC-ECA-00] Reply from ROS (L1I0=983833840) had 1 "had” ROE |5 | - * TGC-RodAl2-Segment -
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ATLAS TDAQ state machine

= State machine to synchronise activity of each

NOME
detector
boot sudown  w  ATLAS State machine as seen by an operator
INITTAL . s -
= Boot — initialise run controller tree
configure uaload = Configure — start application for control/read-
SO out, set-up registers, download FPGA firmware
ot stop etc.
RUNNING « Start — release BUSY and be ready for trigger
pause contime
PAUSED = Typical transition time for recent runs
= ~ 10 min.
- - —
ﬂl:nf::arra:c%:fnl‘gﬂi::‘ — =TW’_"1“.;'.fp | ConfiguredToConnected | - : [ ConnectedToReady | -

time [

time [sec]
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ATLAS TDAQ recent status

Some numbers from a recent run;

= nhumber of computer nodes used for Trigger & DAQ (TDAQ) system: ~

1600

« Xml configuration database size: ~ 40 MB

= Average event size: ~ 3 MB
=« Throughput to disk: ~ 350 MB/s

= Trigger rate: O(100) with cosmic trigger, 20kHz random L1 trigger

Partition ATLAS
Run State Error State No error
Run Type physics Run Tag datalf cos
Run Number 89335 Run Time 00:0540

LuminosityValue 2 Changes every 1000 SECONDS

Busy Monitoring

L1 Accepts 16090 Average Event Size [MB] 3.16738
L2 Accepts |16090 Recorded Events 14851
EF Accepts 14834 Throughput to Disk [MB/s] 356325

CTPMI CTPCORE CTPOUT 12 CTPOUT 13 CTPOUT 14 CTPOUT 15
VME 0% Backplane 0.624699% TTC2LAN 0% BCM 0% LHCf OUT |CSC ouT
ECR 0% Result 0.624699% Pixel 0.419204% LAr H/F-C OUT MDT B 0% TGC-C 0%
Vetol 0.202101% SCT 0% LArH/F-A | 0% MDTEC 0% TGC-A 0%
Vetol 0% TRT 0% LAr EMEC 0% Tile EB 0% RPC 0%
Backplane 0.621744% L1Calo 0% LArEMB 0% Tile LB 0% MUCTPI 0%

ATLAS TDAQ system ready for data taking

B
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ATLAS TGC

= Part of ATLAS levell muon trigger
SYStem RPC3 | v
= Provides muon trigger tagged with
pr information RPC1 a— | wove.
= p; estimated with curvature in I // rect 1%
magnetic field /

= Custom built trigger and read-out e pm §

electronics, ~ 300k channels | | Shiny
= One read-out and trigger unit is a e s St
| TGC chamber front-end I TGC chambers :: Big wheefedge:i Counting room

sector; 1/12 in phi

!
| (UsAT5) :
i i

i

= timing/coincidence/read-out EL':‘M Eq e W
ASICs ~ 5000 registers via ] Z‘j'uﬂ:tts | Al A e

JTAG (max 160 bitS) EEI-‘FI :{ i: EI::ZG . :: _\. star :: VMEbuscra:eReadmn;

= 6 FPGAs for trigger 1 == T

. : | S :: Triple :: :i y :

= one read-OUt drlver | }"__.'__.__.'_f'__.__.'__.__.'__.'__.__.'__.__.__.'__.__.'__.'_; i

i ASD i Racks near big wheels I i

[ | ROD: Israel : :: _PS-board in VMEbus crate :
. : _8 {::@::m nits || :

| Others [Front_End]. Japan : L I: e Readout i

3]
L
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ATLAS TGC Front-End system — I

= As of last October
« Hardware had been designed, implemented, tested and being installed
= On the other hand, software had been just implemented
= Took ~ 10 min to set-up one sector
= Frequent failure on register setting with JTAG ~ 1 error per sector
- unreliable, inefficient

= Urgent need to implement software that works correctly, reliably and
efficiently before start of data taking

= Strategy
=« Use ATLAS TDAQ framework as much as possible

= cost of software maintenance is much higher than developing; never
re-invent the wheel

= Make software system as simple as possible for maintenance
=« Implement error check at every step to prevent operation in faulty state
= Produce a lot of useful logging messages for easy debugging/diagnosis

D]
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ATLAS TGC Front-End system — 11

= Reliable configuration of timing/coincidence/read-
out ASIC with JTAG critical ~ 5000 registers per
SeCtor counting room

= JTAG access is not so simple

= Control software needs to handle VME >
CCI/HSC boards (VME) - JTAG chain to
read/write a register

= Resource handling is critical
= use semaphore for exclusive access
= Data integrity check is critical

= use the simplest way; write to register then STAG/LVDS
read it back, repeat until we get consistent read
back value

controller

interface
VYME Crate
controller

interface

WME controller
(CPU)
WME Crate

aptical link detector hall

=% B

controller
Star—switch

High—Pt Star—
Switch crate

e Up to 3@

on detector

JTAG routing
controller
ASIC
(PP/SLB)

= After renovation of the software
= Reliable register setting ~ negligible error rate

=« Takes ~ 2 min to set-up the whole system

D]
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ATLAS TGC ROD

= TGC uses 24 read-out drivers (ROD);
one ROD per sector [13k channels]

= Input

12 optical fibres for data input
one optical fibre for trigger TGC ROD

Sector {inner

= Output LTA  Logic quadrant) 8 links: riplets

trig type & doublet pairs
one optical fibre for ATLAS read- \\ / / ot ol

OUt System 1§3Rrgg: VMEbus _ VME
. . event sam CPU
= ROD functionality oot crats e
= Merges and checks input data sample for monitoring

BUSY e.q. by trigger type

decodes and formats the data
verifies data integrity
sends the data to read-out system

v
all events

gigabit switch

generate BUSY if necessary 0 ATLAS

. Y- 10 ATLAS System . .
samples data for online monitoring =T |M‘.’=”§°r| |M‘;"c“°f|u.mm,
a n d reco rd | n g Note: 1 of the 3 RQDs per quacdrant reads an Inner Small Wheel quadrant
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ATLAS TGC recent status @ @

= TGC Trigger and DAQ system working
= Trigger
= providing stable trigger with cosmic ~50 Hz

= observed changes of trigger rate coincide with LHC beam injection
= Read-out

= current limit on read-out rate is ~25 kHz
= observed halo-muon event successfully

ATLAS 2008-09-12 12:43:52 CEST eventJiveXML_88128_05643 run:88128 ev:5643 geometry: <default> Atlantis
A-Side '

Sector --01 --02 --05 04 --0% 08

Hz
200

10,0

%%Nw ¥

Wil A

?9354 25404 25454 25504 25554 25604 29ED:

-0 0 Xim) 10
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Summary

= ATLAS uses three level trigger system
« 15t custom built hardware based trigger: 40 MHz - 75 (100) kHz
= 2nd software trigger with region-of-interest information: - 3.5 kHz
= 3" software trigger with event reconstruction - 200 Hz

= ATLAS DAQ system
= detector specific part — custom built hardware
« other part uses commodity — PC farm on gigabit ethernet
= stores events at a rate of ~300MB/s

= ATLAS Trigger and DAQ system is ready for data taking

= ATLAS TGC Trigger and DAQ system working as well;
= reliable configuration of system ~ 130k registers in 2 minutes
= reliable read-out system ~ 300k channels at ~ 25 kHz

= Awaits for collision data
= To move on to calibration and physics analysis

D]
T. Matsushita 15



